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AHHOTaIII/Iﬂ. HCJIBIO HCCICA0BaHUA ABJIACTCA aHAJIM3 COBPEMCHHBIX METOJOB MAIIMHHOI'O O6y‘{eHI/IH JJIsL
00pabotku aiekrpomuorpaduueckux (OMI') cUrHaIOB, MPUMEHSIEMbIX B YIPABJICHUU TEXHOJIOTHYHBIMHU
npore3aMu. MccrenoBaHue HamnpaBieHO Ha CpaBHeHHE 3(P(EKTHBHOCTH KIACCHYECKUX W HEHpPOCETEeBBIX
IMoAXO0O40B, OLIECHKY MX TOYHOCTHU M BBIABJIICHUC KIIFOUEBBIX (baKTOpOB, BJIMAIOIINX Ha pPE3yJIbTaThl. B craTbe
MpoBeZI€H 0030p CYIIECTBYIOIIUX HCCIEAOBAaHWH, TIOCBAMIEHHBIX 00pabotke OMI -curnamoB c¢
HCIIONI30BaHUEM MAIIMHHOTO 00y4eHms. PaccMoTpeHs! monmy sipHbie Ha0Oops! MaHHBIX (Hanpumep, NinaPro),
a TaKKe pa3nuyHble MeToAasl 00paboTkm curHanoB: kiaccwmueckue (LDA, KNN) wu coBpemeHHBIE
HeiipocereBbie  apxuTekTypbhl (EMGHandNet, CNN-RNN wu jp.). Ocoboe BHHMaHHE YAEICHO
CPaBHUTCIIBHOMY aHAJIN3y TOYHOCTHU MOJIe.HeI\/II B 3aBHUCHUMOCTU OT HMCIIOJIB3YEMBIX IaHHBIX, apXUTCKTYp H
mapamMeTpoB METOI0B. AHAIN3 MOKa3aj, 4To coBpeMeHHbie HelipoceTeBbie Mozenu (ConTraNet, CNN-RNN)
JIEMOHCTPUPYIOT O0JIee BEICOKYIO TOYHOCTH 110 CPaBHEHHIO ¢ KiaccmueckuMu meronamu (SVM, LDA, RF u
ap.), oOHaKo MX 3((EeKTHBHOCT CHJIBHO 3aBHCHUT OT KadecTBa M Pa3HOOOpa3Hs [IaHHBIX. BbIABIEHBI
OI'paHMYEHHUS, CBA3aHHBIE C HEOCTATOUHBIM TECTHPOBAaHUEM Ha Pa3IM4HbIX HAOOpax JaHHBIX, UYTO YKa3bIBA€T
Ha HEOOXOIMMOCTh CTAHAAPTU3ALMH SKCIICPHUMEHTOB. Taroke MOATBEpKAEHAa Ba)KHOCThH INPEABAPUTEIBHON
00pabOoTKM CHIHANIOB M KadecTBa DMI -1aTUMKOB IS TOCTHKEHHS CTAaOWMIIBHBIX pe3yinbTaToB. [Ipumenenue
METO/I0B MAaIIMHHOIO0 00Yy4€eHHsI, OCOOEHHO HEHPOCETEBBIX apXUTEKTYp, MIEPCIIEKTUBHO [Vl CO31aHus Oonee
TOYHBIX U aJalTUBHBIX NpoTe30B. OIHAKO A NajJbHEHINEro pa3BUTHA TEXHOJIOTHMM TpeOyercsl pellieHue
npoOieM yHUBEpCalu3allMd MOJENEeH, pacCIIMpeHHs TECTOBBIX NAaHHbIX M YIYUIIEHHS HX KayecTBa.
JlononHuTenbHBIE UCCIEI0BAHUS ODKHBI OBITh HAIIPaBJIEHbl HA MHTETPALIMI0 CUCTEM B PEAJIbHBIE YCIOBUS
9KCIUTyaTallMy U MOBBIILICHUE HHTEPIPETUPYEMOCTH PE3YIbTATOB.

KawueBble cioBa: MamuHHOe O0OydeHHE B IPOTE3MPOBAHUU, DICKTPOMHUOrpapHUECKHE CHUTHAIEI,
HEIpOHHBIE CEeTH, YIIpaBIIeHHE MPoTe3aMu, 00padoTka OMI -curaanos

Jas uutupoBanus: ApcénoB A.B., Mopakc B.Jl., Jouckas A.P., Jlomakun A.C. 2025. O630p MeromoB
MAIIMHHOTO OOY4YeHHs B MNPOTE3UPOBAHUU. Ikonomuxa. Hupopmamuka, 52(4): 897-927. DOI
10.52575/2687-0932-2025-52-4-897-927; EDN SFNWSH

Overview of Machine Learning Methods in Prosthetics

L Aleksei V. Arsenov, 2 Viktor D. Moraks, 2® Anastasia R. Donsckaia, 2 Arseniy S. Lomakin
! National Research University "Moscow Power Engineering Institute”
14 Krasnokazarmennaya St., Moscow 111250, Russia
2\olgograd State Technical University, 28 Lenin Ave., Volgograd 400005, Russia
3Volgograd State Medical University of Public Health Ministry of the Russian Federation
1 Pavshikh Bortsov Sq., Volgograd 400131, Russia
al.arsenov@mail.ru

Abstract. The purpose of the research is to analyze modern machine learning methods for processing
electromyographic (EMG) signals used in the control of advanced prosthetics. The study aims to compare the
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effectiveness of classical and neural network approaches, evaluate their accuracy, and identify key factors
influencing the results. The article provides a review of existing research dedicated to the processing of EMG
signals using machine learning. Popular datasets (e.g., NinaPro) as well as various signal processing methods
were reviewed: classical ones (LDA, KNN) and modern neural network architectures (EMGHandNet, CNN-
RNN, etc.). Special attention is given to the comparative analysis of model accuracy depending on the used
data, architectures, and method parameters. The analysis showed that modern neural network models
(ConTraNet, CNN-RNN) demonstrate higher accuracy compared to classical methods (SVM, LDA, RF, etc.),
however, their effectiveness heavily depends on the quality and diversity of the data. Limitations have been
identified related to insufficient testing on various datasets, indicating the need for standardization of
experiments. The importance of signal preprocessing and the quality of EMG sensors for achieving stable
results has also been confirmed. The application of machine learning methods, especially neural network
architectures, is promising for creating more accurate and adaptive prosthetics. However, further development
of the technology requires addressing the issues of model generalization, expanding test data, and improving
their quality. Additional research should focus on integrating systems into real-world operating conditions and
improving the interpretability of results.

Keywords: machine learning in prosthetics, electromyographic signals, neural networks, prosthetic control,
EMG signal processing

For citation: Arsenov A.V., Moraks V.D., Donsckaia A.R., Lomakin A.S. 2025. Overview of Machine
Learning Methods in Prosthetics. Economics. Information technologies, 52(4): 897-927 (in Russian). DOI
10.52575/2687-0932-2025-52-4-897-927; EDN SFNWSH

BBenenue

CoBpemMeHHOE MPOTE3MPOBAHHE KOHEUYHOCTEM CTPEMUTENbHO pa3BUBAETCs, MEpPeXods OT
MEXaHUYECKUX U TACCUBHBIX KOHCTPYKIMI K HWHTEUIEKTYaJlbHBIM CHCTEMaM, CIOCOOHBIM
3¢ deKTUBHO B3aMMOJEHCTBOBATH C YEJIOBEKOM M aJalTUpOBaThCs K ero morpedHoctsMm. [loteps
KOHEYHOCTH — 3TO HE TOJIbKO (hH3MuecKas, HO M ICHUXOJOTHYECKas TpaBMa, MOSTOMY OJIHOM W3
KITIOYEBBIX 3a/1a4 OMOMEIUIIMHCKON MH)XEHEPUU OCTAETCs COo3/laHue (PYHKIIMOHAIBHBIX MPOTE30B,
KOTOpbIE MaKCUMaJIbHO MOTJH Obl BOCIIPOM3BECTH €CTECTBEHHBIC ABM)KEHUS U BEPHYTh MALUEHTY
HOPMaJIbHOE KaueCTBO KM3HH. TpaJuIIMOHHBIE METOJbl MPOTE3UPOBAHMS BKJIIOYAIOT B ceOs Kak
MIPOCThIE MEXAaHUYECKUE YCTPOMCTBA, TaK U MHOIIEKTPUUYECKUE CHCTEMBI, KOTOPbIE UCHOJB3YIOT
MMOBEPXHOCTHBIE CUTHaJBI 3eKkTpoMuorpaduu (OMI') mnst ympasnenus npote3amu. B nocnennue
rojpl HaOnrogaercss OypHBIA POCT MPUMEHEHHS METOJOB MAIIMHHOTO OOy4YeHHs AJIs aHaiu3a
OMI -curHajioB ¥ MOBBIIIEHUS TOYHOCTH YIPABJICHUS. DTU METOJbI MOTYT IOMOYb YIyYIIMTh
pacrmo3HaBaHHE >ECTOB IMOJIb30BATENsl MPOTE30M, YUUTHIBATh WHIUBUIYAIbHbIE OCOOEHHOCTH
MBIIIIEYHOW aKTUBHOCTH U oOecmeuuBaTh Oojiee IMJIaBHOE U MHTYHUTHBHOE yrpaBieHue. Llenbro
paboTHI ABISETCS CUCTEMATU3UPOBAHUE U CPABHEHHUE KITACCHYECKUX METO0B MAIlIMHHOTO 00y4eHUS
Y HEHPOHHBIX CETEH, UCIOJIb3YeMBIX MpU 00padoTke IMI -CUrHANOB ISl yIIpaBICHUS MPOTE3aMH,
BBIZIENTUB HanboJiee MepcreKTUBHBIC MOAX0/bl. [lomyueHHbIe BEIBOIBI MTO3BOJISIOT OLICHUTD TEKYIIEEe
COCTOSTHUE TE€XHOJIOTHI, CBA3aHHBIX C UCIOJIb30BAaHHEM MAIIMHHOTO 00y4eHHUs B MPOTE3UPOBAHUH,
MEePCTIEKTUBBI Pa3BUTHUS U 00IIKE TPOOIEMBI UCCIIEI0BAaHUN.

Knaccnpukanusa npore3os

ITpoTe3bl BEpXHUX M HUOKHUX KOHEUHOCTEH KJIaCCU(DUIIUPYIOTCS MO CIIEIYIOLUINM TUIIaM:

Kocmernueckne — mpeaHa3sHa4yeHbl Uil BOCCO3JaHMs BHEHIHEro ((hM3MUYecKkoro) BHJA
KOHe4YHOCTH. Takue ycTpoiicTBa (0cOOCHHO 3aMEHUTENH KMCTH) YaCTO M3TOTaBIMBAIOT U3 CUIIMKOHA KaK
HanboJiee MATKOTO, YIIPYroro U eCTeCTBEHHO BHINIAsIIero Marteprana [ Kopodenkos u nip., 2019].

AXTUBHBIE — TIPOTE3bl YIPABJIAIOTCS TArCaMH, KOTOpBIE TIPUBOAATCA B JIEHCTBUE
ONPEACIEHHBIMUA JBIKEHUSMHU 4Y€JIOBEKa WM HEMOCPEACTBEHHO 3a CUET JIBMXKCHMH KYIBTH WM
CErMEHTa NOPAKEHHON KOHEUHOCTH.
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[IpoTe3sl ¢ MHUKPONPOIIECCOPHBIM yIpaBlIeHHEM (OMOHMYECKHE) — JBIDKEHHS €ro
WCIIOJIHUTENIBHBIMU MEXaHM3MaMH OCYIIECTBISAIOTCA 3a CUET AJEKTPOIPUBOJIOB, YIPABISAIOTCA C
IIOMOIIBIO  BJEKTPOHHBIX YCTPOMCTB, € MCIOJB30BAHUEM MHMKpPOIIPOLIECCOPOB, JaTYUKOB
OMI -curnana [Ypazb6axtuna u zp., 2022] wim ApyruMu TEXHUYECKUMH KOMIIOHEHTAMH.

Paboune — mpoTe3sl ¢ NPUEMHUKAMU U Pa3JIMYHOTO POJIa HacaAKaMu (Harmpumep, o MOJIOTOK,
KJIFOY, HOKHHIIBI, 3yOHIIO, 3a5KUM JJIsl OTBEPTOK U T. 11. [KopoOenkoB u nip., 2019]) 11t BhIMOTHEH UsT
CHEIMATM3UPOBAHHBIX OBITOBBIX U paboumx omepanuil. KonnuecTBo HacaJok M MX Ha3HAuYEHUE
3aBHUCST OT MOKEJIAHUH BJIaJIENIbLIA.

[IpoTe3bl CylIECTBEHHO pa3iMyaloTCs [0 CBOEH KOHCTPYKLUHU, YPOBHIO YIIPaBJICHUA U
(YHKIIMOHATBHOCTH — OT TNPOCTEMIINX MEXaHUYECKUX YCTPOWCTB 1O HHTEIEKTyalbHbIX
MHUODJIEKTPUUECKUX cucTeM. OOHAaKo A COBPEMEHHOI'O TEXHOJOIMYHOTO IpOTe3a KIHOYEBBIM
ycioBrueM 3((EeKTHBHOIO MCIMOJIb30BaHUS OCTAeTCs HaJeKHas CUCTEMa yIpaBJIeHMs, crocoOHas
TOYHO MHTEPIIPETUPOBATH HAMEPEHHUSI [10JIb30BATEINS.

B sToM KOHTEKCTE 0COOYIO0 pOJIb MrparoT JaT4uKu sekTpomuorpaduu (OMI), koTopbie
o0ecneunBarOT CBS3b MEXKIY MBIIIEUHON aKTUBHOCTHIO M JBM)KEHHEM IpoTe3a. VX TOYHOCTH,
YyBCTBUTEJIBHOCT M OCOOEHHOCTH pa3MEIIeHHs HEMOCPEICTBEHHO BIMAIOT Ha KadyecTBO
ynpasneHus. Jlanee paccMoTpeHbl XxapakTepucTUki DOMI -AaTYMKOB U X MPUHIUI PabOThI, a TAKXKE
MIPUMEHEHHE METOJIOB MAIIMHHOTO OOy4YeHHs KaK KJIYeBOro MHCTpyMeHTa i oOpaboTku OMI -
CUTHAJIOB U MOCTPOCHUS MHTEIIEKTYaJbHBIX CUCTEM YIIPaBJICHUS POTE3aMHU.

IOMTI -naTyuku

Onexkrpomuorpaduueckre (OMI') maT4MKu WCTIOIB3YIOTCS I U3MEPEHUS DJIEKTPUUECKON
AKTHBHOCTH MBIIIIII, YTO TIO3BOJISICT IPUMEHSTh X HE TOJIBKO B MEAWIIMHE M peaOWINTAIlUH, HO H B
pa3paboTke MpoTe30B. B maHHBIE MOMEHT HCCIIEIOBAaHHUS COCPENOTOYCHBI HA YIYYIICHHH WX
(GYHKIIMOHATPHOCTH, a TaKXKe HAJEKHOCTH W TOYHOCTH. B MpOTE3MpOBaHHM WCHOJIB3YIOTCS
AIIEKTPUYECKHE CUTHAIBI, TEHEPUPYEMBIE BO BpPEeMsI COKPAIICHHUS OCTATOYHBIX MBI KOHEYHOCTEH
s ynpasierus cepsonpuBoaamu [Kuiken et al., 2009; Resnik, 2011].

Hanbonee wyacTto WCMONB3yeMBIMH SBISIOTCS TMOBEpXHOCTHBIE OMI-matunku. OHu
MPEJCTABISAIOT cO00 TMOKME €MKOCTHBIC JaTYMKH, 00SCIICYHBAIONINE HEUHBA3UBHOE M3MEPCHHE
MBIIIEYHOW AKTHBHOCTH M OOJIaJal0T BO3MOXXHOCTHEO WHTETPALMU B HOCUMBIE YCTPOWCTBA IS
MOHHMTOPHHIA COCTOSIHHS 370pOBbs U ympasicHus npotesamu [Ng et al., 2024; Ng et al., 2023].
WX HemocTaTkaMu SIBJISTFOTCSI:

— OrpaHMYEHHOE IMPOCTPAHCTBO /ISl pa3MEIICHHWs W YYyBCTBUTEIBHOCTh K W3MEHCHHUIO
moJtokeHust rekTpoaoB [Resnik, 2011; ITepcon, 1969];

— craOble CUTHAJIBI ISl YIIPABJICHUS TIPOTE30M.

CylecTBYIOT ~ TaKKe€  WHBAa3WBHbIC, BHYTpUMBIINICUHble  OMI -maTtuMku,  KOTOpBIC
YCTaHABJIMBAIOTCS C IOMOIIBIO WIJIBI B IeheByr0 Mbiiy [Becerra-Fajardo et al., 2024].
HmrutanTrpyeMble JaTYUKH 00JaIal0T PSAIOM IPEHMYILECTB, 3aKITFOUAIOIINXCS B:

— YCTOWYHMBOCTH K CMEIICHUIO U HUCKIIOUCHHH HEOOXOJMMOCTH 3aMEHBI IMEepe]] KaxIbIM
UCIIOJIb30BaHUEM (4TO TpeOyeT mepekanruopoBku cucteMsr) [ Young et al., 2011];

— YCTpaHEHHUH MEePEeKPECTHBIX TTOMEX U BO3MOKHOCTH YIPABIATH OOJIBITUM YHCIOM CTETEeHe!
CBOOO/IBI 32 CUET UCIIOJIL30BAHMS HECKOIBbKHX 3yekTpo 0B [Dewald et al., 2019];

— OCYILECTBICHUH JOCTyna K OoJiee HM30JIMPOBAHHBIM M CHENU(PUUECKUM CUTHAaM OT
OTJICNTbHBIX MBIIIIIL;

— MPHUCYTCTBUU MEHBIIIETO KOJUYECTBA apTe(akTOB M BHEIIHUX MOMEX MpPU CUUTHIBAHHU
CHUTHAJIA.

OpHako WHBAa3UBHOCTH MPOLEAYPHl YCTAaHOBKHM, aHATOMHYECKHE OCOOCHHOCTH IOJEH,
OMOCOBMECTUMOCTh KOMIIOHEHTOB, CHOCOOBI TMepenadyd JAaHHBIX M DSHEPrOMUTAHUS JATYUKOB,
HAXOJSIIUXCSI BHYTPH TeJla YeJIOBEKa, CTAHOBSTCS CEPhE3HBIMU CIOKHOCTSIMH B MPOTE3UPOBAHHH.

CoBpemennbie DMI'-cucTeMbl UCTONB3YIOT MHOKECTBO PA3IMUYHBIX TEXHOJOTHH, BKIIOYAS
MHOTOKaHaJbHbIE OECIpPOBOJHBIE CHUCTEMBI, OOECIEUMBAIONIME BBICOKYI0 TOYHOCTH M HH3KOE
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SHEPronoTpedIeHNe, YTO MO3BOJSET CleNaTh CHCTEMY ymoOHee Ui HCIOJIB30BaHUS JIIOABMH U
YIPOCTUTh HMHTETPAIMI0 B KOMIIOHEHTHI TNpoTe30B. HoBble pa3pabOTKU BKIIOYAIOT B ceOs
UCIIOJIb30BAHUE MHOTOCIIOWHBIX CEHCOPOB, KOTOPBIC MO3BOJISIIOT OJHOBPEMEHHO H3Mepsath DML,
MEXaHOMHUOTpa(UIo U OIMKHIOI MH(PPAKPACHYIO CIIEKTPOCKOINIO, YTO JaeT BO3MOKHOCThH OoJiiee
JeTAIbHO aHAJIM3UPOBATh MBIIICUYHYIO akTUBHOCTH [ Kimoto et al., 2023].

IIpumenenne MalIMHHOTO 00y4eHus sl 00padorku IMI'-curnana

AHanmu3 uccie0BaHNN MPUMEHEHHS MAlIMHHOTO OO0ydeHUs st o0paboTku DMI -curHamos
NpeJCTaBlIeH B BHAE Tpex Tabmun. B Tabn. 1 ykazaHel HaOOpBHl JAaHHBIX U WX COCTABISIONIHE,
UCIOJIb3yeMble B HCCIEIOBaHMIX, a TakKXKe METOJbl, HX AapXUTEeKTypa, M[apaMeTpbl U

TUTeprapameTpsl.
Tabmuma 1
Table 1
HaGops! maHHBIX U METO/IbI, UCTIOJIb3yeMbIE B UCCIICI0BAaHUHU
Datasets and methods used in the research
Orenka
o0beMa [Tapamerpsl
Hazsanue u Trog Tun JAHHBIX JAHHBIX u apXI/ITeKi[:ypa
uccienopanus / T K / Gestures | B nmaracere / petennii /
Name and year B fatacerc [ 1ype CCTI Estimating Parameters
of data in the dataset -
of the research the amount and architecture
of data of solutions
in a dataset
An Improved EMG-curnaist 10 sxecToB: Kaxprit CNN:
Performance of (ceIpBIE), HacToTa JIBHKEHSI CyOBEKT: Pasmep okna: 200 Mc
Deep Learning ICKPETU3aLnN manbleB (CKaTvs: | 2 KaHana, (800 BBIGOPOK)
Based on 4000 I'rr [Khushaba | Gomsrmoii maserr, 10 mewxenwii, | IlepekpsITHE OKHA:
Convolution Neural | etal., 2012] yKa3aTesbHBIH, 20 000 100 BEIOOPOK
Network to Classify CpenHuii, BBIOOPOK, OunsTper: 100
the Hand Motion by Oe3bIMSIHHBII, 6 ucnerranmii | Pasmep sapa: 8
Evaluating Hyper MU3HHELL; IMaggunr: 0
Parameter, 2020 KOMOHWHHPOBaHHbBIC IMar: 1
[Triwiyanto et al., CKaTHUs: OONBIIIOTO DyHKIUSL
2020] maJblia ¢ axtuBanuu: ReLU
yKa3aTeIbHBIM, OnrumuzaTop:
GOIIBIIIOrO IMajIbla Adam
CO CpEeITHUM, Dropout: 0.5
OOJIBIIIOrO Majabla SVM, KNN, LDA:
¢ GE3bIMSHHBIM, Brigenennbie
OOJBIIIOrO MasbIla npusHaku: RMS,
C MHU3HHIIEM, MAYV, WL, ZC,
CrxaTne KHCTH) SSC [Hudgins et al.,
1993; Triwiyanto et
al., 2017; Kilic,
2017]
OKoHHAas JJIUHA:
200 mc
ITepekpbiTHE OKHA:
100 mc
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Ouenka
o0bema [Mapamerpsl
weoncrommna) | T || e ]
Name and year 0113 éﬁaﬁ’fﬁe da¥ap§et eCTbL [ SESTUTes Estimating Parameters
of the research the amount and architecture
of data of solutions
in a dataset
A Novel Attention- | SEMG-curnast 52 14040 CeTb COCTOUT U3
Based Hybrid CNN- | (NinaPro DB1) CEMH CIIOEB: /IBa
RNN Architecture [Atzori et al., 2014] CBEPTOUHBIX CIIOS C
for sSEMG-Based 64 puasTpamu 3x3,
Gesture JIBa JIOKaJIbHO-
Recognition, 2018 SEMG-curnansl 50 12 000 CBSI3aHHBIX CJIOA C
[Hu et al., 2018] (NinaPro DB2) 64 dunpTpamu 1x1,
[Atzori et al., 2014] TPH TIOJTHOCBSI3HBIX
cios (512,512 u
128 HelipoHOB),
SEMG-curnanst 26 1326 LSTM
(BioPatRec26 MOV) ¢ 512 Heiiponawmu,
[Ortiz-Catalan et al., MEXaHHU3M
2013] BHHMMAaHHU,
IIOJIHOCBA3HBIN CIIOU
SEMG-curHassl 8 1440 G-way u Softmax
(CapgMyo-DBa)
[Geng et al., 2016]
SEMG-curnanst 27 1350

(csl-hdemg) [Amma

et al., 2015]
Anamus Onextpomuorpadu- | CxaTtre Kynaka, 5000 >xectoB | MeToj OMOPHBIX
3 pekTUBHOCTH YECKHUE CUTHAIIBI 3HaK «OOJIBIION Ha BeKTOpoB (SYM):
METOJIOB (OMI) e, 3HaK skcnepument, | C=1.0, kernel=rbf,
MAaIIHHHOTO «Buxropus», U gamma=0.33
o0y4eHwus B 3a7aue cKaTue sKcrepuMeHTa | JlepeBo pelieHui:
pacro3HaBaHUs yKa3aTeJIbHOro criterion=gini,
JKECTOB HA OCHOBE MaJjbla, B3Max splitter=best,
JTAHHBIX pyKoi#i cripaBa max_depth=None,
3IIEKTpOMHUOTrpaduye HAJIEBO min_samples_split=2

CKHX CHUTHAJIOB,
2021 [Ko3bIps,
Cagenbes, 2021] /
Analysis of the
Effectiveness of
Machine Learning
Methods

in the Problem of
Gesture Recognition
Based on the Data
of
Electromyographic
Signals

HauBnbIit
BaiiecoBcknii
KJIaccuukarop
(HBK):
priors=None,
var_smoothing=1e*
Cay4yaiiHblii Jec:
n_estimators=100,
criterion=gini,
max_depth=None,
min_samples_split=2
Meton
K-0makaiiimmx
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HazBanwue u rog
uccienosanus /
Name and year
of the research

Tun gaHHbBIX
B naracere / Type
of data in the dataset

XKectsl / Gestures

Orenka
o0beMa
JAHHBIX
B maracere /
Estimating
the amount
of data
in a dataset

ITapamerpsl
" apXUTCKTYypa
petieHuii /
Parameters
and architecture
of solutions

coceneii (KNN):
n_neighbors=3,
weights=uniform,
algorithm=auto,
leaf_size=30,
metric=minkowski,
p=2
I'panueHTHBIN
OycTUHT
(XGBoost):
objective=multi:soft
prob, max_depth=6,
subsample=1,
tree_method=exact,
booster=gbtree,
base score=0.5
AHcamM0IH
MeTO0J0B (pa3HbIC
xomoOuHanuu HBK,
JiepeBa pelieHui u
IrpaICHTHOT'O
OyctuHTa)

¢ voting=hard

u weights ot (1.1)
1o (2.1)

ConTraNet:

A Hybrid Network
for Improving the
Classification of
EEG and EMG
Signals with Limited
Training Data, 2023
[Ali et al., 2023]

MI-EEG (Physionet
MI-EEG [Goldberger
et al., 2000])

JleBrrit kymak (L)
WJIM IPaBBIN KyJlak
(R) -
BooOpakaeMoe
nBuxenue. Taxxe
TPH MTOBTOPEHUS
3aganus MI s
oboux KynakoB (B)
WIH 00EuX CTOII

(F).

Kaxnmoe
ITOBTOpPCHUE
IUIATCS

120 cexynn

U COTEP KHT
14 ncrprTanmi
MI, Bcero

42 uCTIBITaHAS
(21 ucnerTanme
Ha KJIacc) Ha

yYaCTHHKA.
SEMG (Mendeley Iokoi Kaxnprit
Data — sEMG (meriTpanpHOE YYaCTHHUK
[Ozdemir et al., COCTOSIHHE), HPOILIIEI TISTh
2022]) pasrubanue HOBTOPSIOIIN
3aIsICTh, XCS1 IUKJIOB.
crubanue Kax et
3aIsICTh, LUK JUTATCS
JIOKTEBOE 104 cexyHnpl,
OTKJIOHEHHE KaX10e
3aISICThS, JTy4eBOE | JIBHIKCHHUE
OTKJIOHCHHE KUCTH —

ConTraNet:
aJTOPUTM
ONTHMU3AIINH:
Adam; Konnuectso
snox: 100;
CxopocTb
ooyuenus: 0.001
(omoxm 0-50),
0.0001 (ammoxm 51—
100); KomruaecTBo
CBEPTOUHBIX si7Ep:
16; Dropout 8 CNN-
omroke: 0.5; Dropout
B MLP-6moxke: 0.7
CNN-LSTM: Onun
CBEPTOYHBIH CII0M C
32 saapamu
pasmepom (1.125).
Mar 1, padding
'valid'. AkruBarus
ReLU. Onun cioi
LSTM ¢ 200
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MIpUBEECHIE BCEX
TMaJIbLEB,

MCXKIY HUMU.

Orenka
o0beMa [Mapamerpbl
Hassanue u ro, AHHBIX H apXUTCKTypa
I/ICCHCIIOBaHI/ISIL/[ Tun HaH}/HfII.X K / Gest B II[[aTaCCTC/ plc)ameﬂnﬁy/p
Name and year 0113 éi;ai%efﬁe dai/ap:et eCTbL [ SESTUTes Estimating Parameters
of the research the amount and architecture
of data of solutions
in a dataset
3aIsICThs, XBaT, 6 CeKyH/[ C HEHUPOHAMHU U OIUH
OTBEICHHUE BCEX 4 ceKyHIaMH | TOJHOCBS3HBINA CIIOM
MMajbIeB, OTAbIXa ¢ 100 neiiponammu.

CyIIAHALNSA
W IPOHAIHSL.
SEMG (Mendeley TTokoi Kaxmprit
Data — sEMG V1 (meitrpansHOE LUK JIATCS
[Ozdemir, 2021]) COCTOSIHHE), 74 cekyHpl,
pazrubanue KaXJ10e
3aI1ACThA, JOBUXXCHUC
crubanme KHCTH —
3arsICThA, 6 cexyH[I
JIOKTEBOE ¢ 4 cexyHmamMu
OTKJIOHEHHE OT/IbIXa
3aIICThSI, JIy4EBOE | MEXTY HUMHU.
OTKJIOHEHHE
3aICThsI, yAap
KyJIaKOM,
OTKPBITAs JTaJIOHb.
Classification of Onekrpomuorpaduy | 10 xecToB 480 zammuceii | CAE+CNN: 250
Electromyographic eckne (EMG) (320 BIIOX, pasMep
Hand Gesture CUTHAJTBI TpEeHUPOBOYH | makera 20,
Signals Using I, 160 OIITUMHU3ALINS:
Machine Learning TECTOBBIE), Adam, dyHkus
Techniques, 2020 KaKIbIN moreps: MSE,
[Jia et al., 2020] CETrMEHT CTpyKTypa:
20000%2 CBEPTOYHBIMH

astosukozep (CAE)
¢ Conv2D,
BatchNormalization,
RelL. U, MaxPooling
CNN: 100 smox,
pa3mep nakera 15,
OITHUMHU3ALIM:
Adam

Heiiponnas cerb
(NN): 3 ckpbITBIX
cnosi, 21 HelpoH B
KaXkJIOM,
onruMmuzanus: LM,
CGB, Adam
K-0amxalimmux
coceneii (KNN):
Yucno coceneit: 5,
METpHUKa:
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HazBanwue u rog
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of the research
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B naracere / Type
of data in the dataset

XKectsl / Gestures

Orenka
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JAHHBIX
B maracere /
Estimating
the amount
of data
in a dataset

ITapamerpsl
" apXUTCKTYypa
petieHuii /
Parameters
and architecture
of solutions

MUHKOBCKOTO,
pasmep smcra: 30
Metoa ciiy4aifHOT O
Jgeca (Random
Forest): Bootstrap:
True, kpurepuii:
Gini, Bec KJIacCoB:
1.0

Pemaroniee nepeBo
(Decision Tree):
Splitter: Best,
kputepuii: Gini, Bec
kmaccos: 1.0
MeToa OnOpHBIX
BeKTOpoOB (SYVM):
Snpo: RBF,
Coefficient: 0.0,
Perynspuzanus: 1.0
JlorucTuueckas
perpeccus:
Perynspuzanus: L2,
Fit intercept: True,
Cross-
validation:Stratified
K-Folds

HauBHblii
DaiiecoBckuii
kjaaccupukarop
(Naive Bayes):
I'maaxocTh
nucnepeun: 107°

Classification of
EMG Signals Using
Convolution Neural
Network, 2020
[Bakircioglu,
Ozkurt, 2020]

OnexTpomuorpadud
eckre (EMG)
CHT'HAJIBI

6 )KecTOoB:
Cylindrical, Tip,
Hook, Palmar,
Spherical, Lateral

86 400
00pasmoB
OKOH
pazMepom
150 Touek

Anroput™m SGD ¢
MOMECHTOM
(SGDM),
HavaJIbHas
CKOpPOCTh 00OyUeHUs
0.01, 6 snox,
JAaHHBIC
NepeMEeIIMBaOTCA B
KaXK0U DIIOXE.
CNNL1: input layer
(2, 150);
convolution layer
(1, 50), 80; max
pooling (1, 2);
convolution layer
(1, 60), 100; max
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HazBanwue u rog
uccienosanus /
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of the research

Tun gaHHbBIX
B naracere / Type
of data in the dataset

XKectsl / Gestures

Orenka
o0beMa
JAHHBIX
B maracere /
Estimating
the amount
of data
in a dataset

ITapamerpsl
" apXUTCKTYypa
petieHuii /
Parameters
and architecture
of solutions

pooling (1, 2);
convolution layer
(1, 70), 120; fully
connected layer (6).
CNN2: input layer
(2, 150);
convolution layer
(1, 10), 100; max
pooling (1, 2);
convolution layer
(1, 20), 120; max
pooling (1, 2);
convolution layer
(1, 30), 140; fully
connected layer (6).
CNNS3: input layer
(2, 150);
convolution layer
(1, 15), 80; max
pooling (1, 2);
convolution layer
(1, 20), 100; max
pooling (1, 2);
convolution layer
(1, 25), 120; fully
connected layer (6).
CNN4: input layer
(6, 150);
convolution layer
(1, 50), 80; max
pooling (1, 2);
convolution layer
(1, 60), 100; max
pooling (1, 2);
convolution layer
(1, 70), 120; fully
connected layer (6).

Intra-Subject
Approach

for Gait-Event
Prediction by Neural
Network
Interpretation

of EMG Signals,
2019 [Di Nardo,
2019]

SEMG-curnasst
(anexTpommuorpadus)

da3e1 moxoaku:
stance (oropHas) u
swing
(MasTHHMKOBA),
mMomeHThI heel-
strike (HS) u toe-
off (TO) [Lerner et
al., 2014]

[IpumepHo
10 000
I1aroB,

10 sSEMG
CUTHAJIOB Ha
y4aCTHHUKA
(5 MpIIIT HA
Kax1y1o
HOT'Y)

Mopeasb:
MHOI'0CJIOHHBII
nepcentpod (MLP)
¢ 3 CKpBITBIMU
ciosimu (512, 256,
128 HeiipoHOB)
DOyHKIUA
akTuBanuun: RelLU
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petieHuii /
Parameters
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BbixoaHoi cjiou:
CUrMouaHas
¢ynkiwms (mopor 0.5)
Onrtumu3zarop:
CTOXAaCTUYECKUI
IPAJUEHTHBIH CILYCK
(SGD)

DyHKIUA 10TEPh:
OuHapHas Kpocc-
SHTPOIHUSA
CxopocTh
ooyuenus: 0.01
Pannsnsn
OCTAHOBKA:
MpeKparieHme
00ydeHHS TIOCTIe

10 smox 6e3
YIIy4YlIEHU N
KonunuectBo 3mox:
no 100
Kpocc-Bamupanus:
10-xparnas (intra-
subject) u leave-
one-out (inter-
subject)

A Novel Channel
Selection Method
for Multiple Motion
Classification Using
High-Density
Electromyography,
2014 [Geng et al.,
2014]

BricokomioTHbEIE
EMG-curnansl

21 gBWKEHUS PyKH
M KMCTH, ogHo "0e3
nBIKeHus"

Kaxmoe
JBIDKEHHE
BBINOJIHSJIOCH
B TEUCHUE

6 cekyH[,
MOBTOPSUIOCH
6 pas, Bcero
1524
3JIEMEHTA.

Linear Discriminant
Analysis (LDA) u K-
Nearest Neighbors
(KNN). ITapamerpst
00paboTKH:
"CKONB3A11ee OKHO
aHanm3a aHou 150
MC C IIIaroMm

100 mc (50 mc
TiepeKpeITHe)”.
OKCTparupoBaHbI JBa
Ha0Opa MPU3HAKOB!

1) Yersipe
BpPEMEHHBIX
npusnaaka (TD)
[Hudgins et al.,
1993]: cpenree
a0COIIOTHOE
3HaueHne (MAV),
KOJIMYECTBO
nepeceyeHni Hys
(ZC), xonuyecTBO
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Ornenka
o0bema [Mapamerpsl
wecrononan || T s jamacere/ | pemenni |
Name and year 0113 ogi;ai%eiﬁe/dgap:et HKeere [ Gestures Estimating Parameters
of the research the amount and architecture
of data of solutions
in a dataset
M3MEHEHUH 3HaKa
HaxsioHa (SSC),
JymiHa BotHBI (WL).
2) llectunopsiakoBast
aBTOPErPeCCHOHHAS
Mmozeis (AR)
[Graupe, Cline, 1975]
Y KOPEHb
CpeIHEKBAIPATUIHOT
o0 3Hagennst (RMS).
Performance SEMG 10 >xecToB: MaccuBsl ApXHTEKTypa CeTH:
Evaluation of (anexkrpomuorpadust) | OTKpHITas JIaJJOHb, | pa3MepoM 15 crnoes,
Convolutional 3aKpbITast J1ag0Hb, | 6 % 1200 Obu | 3 CBEPTOUYHBIX CIIOSI
Neural Network for crubanue TIOJTYYCHBI, (16, 64, 32 punprpa
Hand Gesture 3aII5ICThS, riae 6 — 3x3), 3 ciost
Recognition Using pasrubaHue KOJIMYECTBO | HOPMaJIM3allnHy,
EMG, 2020 [Asif et 3aIIICThS, KaHAaJIOB, 2 cJI0sl IyJIHHTA
al., 2020] TIPOHALIAS a 1200 — (2x2 u 3%3), 3 cmost
MIPEATIICYbS, KOJIMYIECTBO RelLU,
CyNHHAIUsA BBIOOPOK B TIOJTHOCBSI3HBIH
MIPEATIICYbS, KajkJIoM OKHe | ciioii, SoftMax-
3aXBaT MpeaMeTa 150 mc KJ1acCH(HUKATOD,
neprieHauKysipao | (8000 [ % BBIXOJTHOM CJIOH.
MIpEATICYbIO, 0,15¢c) Anroput™m
TOHKHH 3aXBar, o0ydeHwus:
YKa3aTeabHbII CTOXaCTUYECKUI
TaJier] BBITSHYT, TPaIMeHTHBIN CITyCK
OOJIBIITON TIAJIell C MOMEHTOM
BBEPX (SGDM).
I'unepniapamerpsr:
JIMana3oH
CKOpocTel
obyuenwus (0.00001,
0.0001, 0.001, 0.01,
0.1), ancmo 31ox
(20, 40, 60, 80,
100), pa3mep MUHU-
nakera — 128.
Cross-Domain MLP | EMG Kymnax EMG: CNN: (cnoi,
and CNN Transfer cKat/pazxar, 60 cek. x BBIXOJTHOH pa3Mmep,
Learning for HaJTBIIBI 4 xecra x apameTphl):
Biological Signal pas3BeICHBI/CKATHI, | 2 PYKH X Conv2D (ReLU), (0,
Processing: EEG B3Max BIIPaBO, 10 yuactaukoB | 14, 14, 32), 320;

and EMG, 2020
[Bird et al., 2020a]

B3Max BJICBO

Conv2D (ReLU), (0,
12, 12, 64), 18496;
Max Pooling, (0, 6,
6, 64), 0; Dropout
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in a dataset
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" apXUTCKTYypa
petieHuii /
Parameters
and architecture
of solutions

(0.25), (0, 6, 6, 64),
0; Flatten, (0, 2304),
0; Dense (ReLU),
(0, 512), 1180160;
Dropout (0.5), (0,
512), 0; Dense
(Softmax), (0, 3 wm
4), 1539 [Ashford et
al., 2019].
Onrumu3aTop:
Adam; ¢yukmms
noreps: Kpocc-
SHTPOIIHS;
KOJTMYECTBO 3I0X:
o 100; dropout:
0.25 mocne
CBEPTOYHBIX CIIOEB,
0.5 mepen BXOIHBIM
CIIOEM.

MLP: Ha ocHOBE
anroputma Devo
[Bird et al., 2019b]
OBL1a cocTaBlieHa
TOTIOJIOTHSI:

S CKPBITBIX CIOEB
(206, 226, 298, 167,
363 HelipoHOB),
(yHKIMS aKTHBAIAH
— RelLU (s
CKPBITBIX CJIOEB),
BBIXOJHOM CJION —
Softmax (ms
KITacCU(UKAITHH).
OnrumuzaTop:
Adam; ¢yukmms
noteps: Kpocc-
SHTPOITHS,
KOJIMYECTBO DITOX:
100 s
SBOJIIOIIMOHHOT O
TTOKCKA TOTOJIOTHH,
KPOCC-BaJIMIAIINS:
10-fold
(mepemermBanue
JTAaHHBIX TIepe;]
o0y4YeHHeM).
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[Lee et al., 2021]

(HOXXHUIIBI, OJIVH,
TPH, YETHIPE,
XOpOILI0, OKEM,
MUCTOJET),
COCTOSIHHE ITOKOS

B CeTe,
4 paynna s
KaK70ro
xecta, 90 %
MEPEKPHITHE
okoH (250 Mc,
mar 25 Mc)

Ornenka
o0bema [Mapamerpsl
HazBanue u ro AQHHBIX U apXUTEKTypa
I/ICCHCIIOBaHI/ISIL/[ Tun HaH}/Hfll.X K / Gest B II:aTaceTe/ plc)ameﬂnﬁy/p
Name and year 0113 éﬁaﬁ’fﬁe da¥ap§et eCTbL [ SESTUTes Estimating Parameters
of the research the amount and architecture
of data of solutions
in a dataset
Electromyogram- OMI -curnassl 10 xecToB: Hcnons3oBanel | UckyccTBeHHAs
Based Classification | (3 xanamna), 2 kecTa Bceit 5-CekyH/IHbIC | HEMPOHHAS CETh
of Hand and Finger | 6 BpemeHHbBIX pYKO#i (KaMeHb, 3aITUCH JJIst (ANN): konuvecTBO
Gestures Using MPU3HAKOB HA KaHall | Oymara), 7 KE€CTOB | Ka)J0ro CKPBITHIX CIIOEB
Artificial Neural OT/ENbHBIMA xKecTa, (2, 3 u4), HelipoHBI
Networks, 2021 najbliaMu 5 MOBTOPEHUH | B KaXKIOM CJIOE

(300, 600 u 1000),
ypoBeHb dropout
(0.2u0.3),
HCIIOJIb30BaHUE
batch normalization
MeToa ONOpHBIX
BeKTOpoOB (SYVM):
sanpo (linear u rbf),
C (1,10, 100 u
1000), gamma
(1,0.1,0.01, 0.001
n 0.0001)
Cayuaiinblii Jjiec
(RF): xonmunuecTBO
nepesne (100, 500,
1000) u Bec kaccoB
balanced subsample
1 none
Jlorucruueckas
perpeccusi (LR):
mrpad (L1, L2,
elasticnet u none),
C(1,0.1,0.01,
0.001 u 0.0001), Bec
kmaccoB (balanced
1 none), pemaTenb
(Ibfgs u saga)

EMGHandNet:

A Hybrid CNN and
Bi-LSTM
Architecture for
Hand Activity
Classification Using
Surface EMG
Signals, 2022
[Karnam et al.,
2022]

SEMG-curnasnst
(NinaPro DB1
[Atzori et al., 2014])

Yupaxaenue «A»
BKJTIOYAET
crubaHue u
pasrubanue
OTJIENTBHBIX
HaJIBIIEB,
yrpaxHeHue «B»
BKJIFOYAET
MHOKECTBEHHBIE
crubanus u
pasrubanus
MajbLeB, a TAKKE
JBYKECHUS
3aICThs,

OOuee
KOJIMYECTBO
MaTTEPHOB
14040

EMGHandNet
(nmpensioskeHHast
MOJEh):
pcajin3oBaHa CO
CIIEYIOIUMU
rnapaMeTpamu.
Kernel initializer:
he_normal; strides:
2: Kernel
regularizer: 10™;
CKOpOCTH 00yUYeHHS
(11) = 10°® batch
size = 16; optimizer:
Adam b1 (0.9),
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Name and year 0113 ogi;ai%eiﬁe/dgap:et HKeere [ Gestures Estimating Parameters
of the research the amount and architecture
of data of solutions
in a dataset
yrpaxuaeHue «C» Adam b2 (0.999);
BKJIFOYAET 3aXBaT byHKIUU
OBLITOBBIX akTuBanmu. Tanh,
HPEIMETOB. Relu; dropout:
SEMG-curnaist 49 kmaccoB O6mee 0'2093.; epochs:
(NinaPro DB2 NENACTBUH, KOJIMYECTBO 200; BI-LSTM:
[Atzori et al., 2014]) | o6benuHEHHBIX B | TTATTEPHOB cells = 200
MsCNN:
ynpaxuenus B, C | 11760
u D. Yopaxxnenus 1TapameTpb
B u C ananoruyssl HCTIOJIE3OBAHBI M3
NinaPro DB1 nccnenoBanwms [Wei
: et al., 2019]
VYnpaxuaenue D EVCNN:
BKJTFOYAET T
9 maTTepHOB CHIH, HCITIOJIb30BaHbI M3
MOy CHHBIX UCCIIeIOBAHUS
TpH HaxkaTni [Olsson et al., 2020]
naJbllaMH Ha CNNLM:
JATYUKH CHJIBL. MapaMeTpeI
SEMG-curunanst JeiicTBUS pyK Ob6mee HCIIOJIb30BaHbI U3
(NinaPro DB4 aHaJOTHYHBI KOJIMYECTBO | MCCIICIOBAHUSI
[Pizzolato et al., NinaPro DBI, Ho | maTrepHOB [Chen et al., 2021]
2017]) naHHble 3amucansl | 3120
¢ O6oee BEICOKOM
4acTOTOU
JIICKPETU3AIINH.
SEMG-curuanst Brurouaer O6miee
(BioPatRec DB2 6 OCHOBHBIX KOJIMYECTBO
[Ortiz-Catalan et al., | nBuxenuit pyku NaTTEPHOB
2013]) (oTkpbITHE/ 1326
3aKpBITHE,
TIpOHAITHS/
CYIHHALHS,
crubanue/
pasrubanue
3aISCThs) U
20 xoMOuHaLUH
3TUX ABUKEHUU.
SEMG-cursaist 7 OCHOBHBIX O06mee
(UCI Gesture [Lobov | gBukenuii: cxaTue | KOIHYECTBO
et al., 2018]) KyJlaka, crubanue/ | MaTTEPHOB
pasrubanue 864
3aMsCThs,
paauanbHoe/yIbHA
pHOE OTKIIOHECHHE
3aIsCThs,
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Ouenka
o0bema [Mapamerpsl
weoncrommna) | T || e ]
Name and year 0113 éﬁaﬁ’fﬁe da¥ap§et eCTbL [ SESTUTes Estimating Parameters
of the research the amount and architecture
of data of solutions
in a dataset
packpbiTas
JIaJI0Hb, COCTOSIHHE
MIOKOSI.
EMG-Driven Hand EMG-curuanst 6 >xecToB: 5 2400 k-NN: uamcro
Model Based on the WHAWBUIYATBHBIX | COOBITHI coceneit: Fine (1),
Classification of crubaHui/ (400 Ha Medium (10);
Individual Finger pasrubanuit JKECT) METPHKH
Movement, 2019 MMaJbIEB U 1 JxecT pPacCTOSHUS:
[Arteaga et al., 3aKPBITUS PYKH Euclidean, Cosine,
2019] Weighted, Cubic
Design of a Flexible | sSEMG curnass 12 sxectoB Kaxprit Gradient Boosting
Wearable Smart ¢ 16 xanamos (BKITROUAS YYaCTHHK Decision Tree
SEMG Recorder KOMOWHAIINU BBITTOJTHUIT (GBDT) [Friedman,
Integrated Gradient JIBDKCHUI 12 xecros mo | 2001]:
Boosting Decision nasbiieB uokectol | 10 pas, MaKCUMaJIbHas
Tree Based Hand C yUacCTHEM KayKIbIH TIyOHMHA JiepeBa: 5,
Gesture 3aIICThSI) KECT JUIWIICS | KOJTMYECTBO
Recognition, 2019 5 CeKyH[I JIEPEBBEB TS
[Song et al., 2019] (uactora Kaxkmoro xecra: 80,
JICKpeTn3all | ollree KOIMYECTBO
uu 500 S/s) nepeBbeB: 12 x 80 =
960, obyuenue ¢
UCTIOTB30BAHUEM
oubmmoTexkn
XGBoost [Chen,
Guestrin, 2016],
KPOCC-BaITH AL
70 % IaHHBIX U1
o6yuenust, 30 % ms
TECTUPOBAHUS,
WCIIONT30BAHBI
BpPEMCHHBIC
MPU3HAKH
(9 mpu3HaKOB Ha
KaHaJ, BCero
144 nmpu3Haka)
Recognition of Hand | EMG-curnane: fist, wave in, open, | 183,600 DQON [Vasconez et
Gestures Based on wave out, pinch, (300 na al., 2022]:
EMG Signals with relax (no gesture) | monmp3oBarTeis) | APXUTEKTYpa:
Deep and Double- [Benalcazar et al., 40-50-50-6

Deep Q-Networks,
2023 [Valdivieso et
al., 2023]

2020]

HEHPOHOB (BXOJI-
CKPBITBIE-BBIXON),
CKOpOCTb 00yUYEeHHS:
0.0003, 6ydep
onbiTa: 1x10°,
pa3mep Oatua: 64,
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Ouenka
o0bema [Mapamerpsl
wecrenonamn || T wumacere/ | pemenmii/
Name and year 0113 ogi;ai%eiﬁe/dgap:et HKeere [ Gestures Estimating Parameters
of the research the amount and architecture
of data of solutions
in a dataset
ONTUMHU3ATOP:
Adam, y: 0.99
DQN-LSTM:
apXUTEKTYpa:
40-50-50-6 u LSTM
(27 HeitpoHOB),
a: 0.00009, Dropout
B LSTM
Fully Embedded EMG-curnaimsi ¢ rest, close, open, 5 ’KeCTOB, SVM ¢ RBF-aapom
Myoelectric Control | Myo armband precision pinch, yaepskuBammchk | [Englehart, Hudgins,
for a Wearable key pinch o 60 cexyun | 2003]: Tam sypa:
Robotic Hand (3mopoBhIe); | pammambHOE
Orthosis, 2017 3 xecra (rest, | 6asucHoe (RBF),
[Ryser et al., 2017] close, open), | ontumH3aNys Y U
yaepskuBamick | C meromom grid
mo 60 cexyHn | Search, mIMHa OKHA
(TmarueHTsI) obpadorku: 300 Mc
(odhmaiin), 150 mc
(onyait), mar
casura oksHa: 20 mc,
HOpMaJIH3aIus
M0 MAKCUMAaTEHOMY
MBIIIEIHOMY
cokpamernio (MVC)
Real-Time Surface SEMG-curnaiust Fist, Wave In, 5 moBropennii | MckyccTBeHHast

EMG Pattern
Recognition for
Hand Gestures
Based on an
Atrtificial Neural
Network, 2019
[Zhang et al., 2019]

Wave Out, Fingers
Spread, Double
Tap

X 5 5kecToB X
2 CeKyH[BI

(TpeHupOBKa),
30

MTOBTOPEHUH
X 5 KecToB X
5 cekyHn
(Tect)

HeHPOHHAasI ceTh
(ANN): Tpexcroiinas
CETh: BXOTHOM CJIOH,
CKPBITBIN CIION
(umcIno y3moB =
TIOJIOBHHA JUTMHEI
BEKTOpa MPHU3HAKOB),
BBIXOJJHOU CJI0H

(6 y310B), byHKIWS
AKTHBAIIUH:
CHUTMOH/Ia, METO]T
00y4eHMS: TIOHBIHI
MAKETHBIN
TPaJIMEHTHBINA CITYCK,
(YHKIMS TIOTEPB:
KPOCC-IHTPOITHS,
CKOJTB3SIIIIEE OKHO:
pa3Mep OKHa:

400 Mc, 1m1ar oKHa:

5 mc (1 Touka), mopor
aktuBaiyu: 40.
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BonbIMHCTBO MCCIIeIOBAHII UCTIONB3YIOT coOpanHble aBTopamu EMG-curnans! (82 %), 3To
MOXET MOTYEPKUBATD:

— BaXXHOCTh KOHTPOJI IapaMETPOB (YacTOTa AUCKPETU3ALMH, TUII JIEKTPOJIOB);

— Y3KYIO HaIpaBJIEHHOCTH 3a/1a4 (Hanmpumep, peabuiuTanus uiu ceu@uIHbIe )KeCThI).

[TyGnuynbIe HAOOPHI JaHHBIX UCHOJB3YIOTCS B 18 % paboT, 3TO MOKET MOKa3bIBaTh, YTO:

— TOTOBBIE HAOOpBI NAHHBIX MPUMEHSIOTCS B (YHAaMEHTAJIbHBIX paboTax ajsl CpaBHEHUS
AJITOPUTMOB;

— Yale BCTPEYaroTCs B UCCIEA0BAHUAX C OOJIBIINM KOJIUYECTBOM YYaCTHUKOB MJIU JKECTOB;

— HMCCIEOBAHUS METOJOB M MOJEIEH MAIIMHHOTO OOYYeHUs TpOIle CPAaBHUTH C JPYTHMHU
METO/IaMU U MOJIEJIIMU, TaK KaK Ha0Op JaHHBIX OJIMHAKOBBIIL.

Cpenu wuccienoBaHUil, II€ HCHOJB30BaINCh HA0OpHl JaHHBIX M3 OTKPBITOTO JOCTYIa,
HauOosiee pacrnpocTpan€HHbIME SBISIIOTCS NinaPro (ocobenno DB1 u DB2). Oto MoxeT OBITH
CBS3aHO C UX JOCTYIHOCTBIO, Pa3HOOOpa3HeM >KECTOB M OOJBIIMM KOJMYECTBOM YYAaCTHUKOB.
B nccnenoBaHusx UCIONB3YIOTCS KaK MPOCTBIE )KECThI (HaIpUMeEp, CKaTUE KyJlaKa), TaK U CIO0XKHbIE
KOMOHMHAIMK IBHKEHUH MajIbleB U 3aMsCThsl.

KacarenbHO MCHOIB3yeMbIX METOJIOB CTOMT OTMETUTh, YTO B pamMKax JaHHOW KOMOWHAaIUU
uccienoBanuii ceéprounsie Heripornusie cetd (CNN) ucmons3yrores B 8 u3 17 uccnenosanwuii (47 %),
npucyTcTBYIOT Takke n oobeauaenrne CNN ¢ npyrumu cnosimu (LSTM, MexaHW3MbI BHUMAHUS) TS
yAaydIIeHns: KiacCH(pUKAIMK BPEMEHHBIX MocienoBareibHocTeit. B 6 wuccnenoBanusx (35 %)
ucnoyb3yrorcss u apyrue HeipocereBble monenu (MLP, ANN, DQN). TpaaumuoHHBIE METOIbI
MamHHoro obydenus (SVM, KNN, LDA, RF) Bcrpeuatorcs B 9 uccnenoanusx (53 %), B
HEKOTOPBIX UCCIIEOBAHUSAX HCIOIb3YIOTCA KaK HEMpoceTeBble METOIbl, TaK U KIaCCUYECKUE.

B crareix mpuCYTCTBYET OMNUCAaHUE JIIEMEHTOB MCIOJIb30BAaHHBIX METOJOB, aHAIN3
MapaMeTpoB, TUIEPHAPaMETPOB M APXUTEKTYpPhbl PELIEHUN MOXKET MOMOYb OIpPENEIUTh, KaKue
HACTPOMKH METO/1a AAI0T MPEUMYIIECTBO B OMPENIEIICHHBIX 3a/1auax. A 3TO, B CBOIO 0Uepe/b, MOXKET
CHOCOOCTBOBATh  M3YYEHHMIO OTHENbHBIX DJIEMEHTOB MeToJa M, TMpu HEoOXOIJUMOCTH,
BOCITPOU3BE/ICHUIO SKCIIEPUMEHTA.

YacTto uCHONB3yeMbIMU TUIEpHapaMeTpaMH W HACTPOMKAMHU SBJSIOTCS: ONTUMHU3ATOPHI —
Adam (5 uccnenosanwmii) u SGD (3 uccnenoanus); Gpynkuun aktuBanun — ReLU (momunupyer B
CNN u MLP), Softmax — mist kitaccudukammm 1 CirMouia — Juisl OMHAPHBIX 33]1a4; PETyIsIpU3aIius —
Dropout 0.2 — 0.7. O6paboTKa CUTHAJIOB U IPU3HAKW: OKOHHAs1 00pab0TKa UMEET IMapaMeTphl: JJTHHBI
okHa 150—400 mc, nepekpsitust S0—100 mc, npusHaku — Bpemennsie (MAV, RMS, ZC, SSC, WL) B
2 uccnenoBaHusx, 100 0e3 BbIAEICHHs MPU3HAKOB, HOpMaIu3alus curiagoB OMI BeimoHsIaCh
M0 MaKCHUMallbHOMY J100poBoJibHOMY cokpamienuto (MVC), merogoM Z-HOpMalIu3aluu, JUOO
MCIOJIb30BAJIUCH ChIPHIE IaHHBIE.

B T1abn. 2 mnpenacTtaBieHbl pe3ylbTaThl CpeAHEH TOYHOCTM MOJENe M HUX Kparkas
XapaKTepHUCTHKA.

[Tockonbky B HCCIEIOBAHHUAX B OCHOBHOM HCIOJB3YIOTCS pa3Hble HaOOpHI JaHHBIX
(coOpaHHbIE BPYYHYIO U HAXOIALIUECS B OTKPBHITOM JIOCTYIIE), IPSIMOE CPAaBHEHHE TOUHOCTU MOeeit
3aTpyaHUTENbHO 0e3 ydera KoHTekcra. Ha puc. 1 mpeacraBineHa o0mias TEHICHIHMS METOOB.
M3-3a HEOCTATOUHOCTH TECTOBBIX JAHHBIX TAKUX METOJOB, KaK JE€PEBbs PELICHUH, CITydalHbIN JIeC,
JUHEWHBIA  JUCKPUMUHAHTHBIM  aHanu3, JMHEHHass perpeccus, HauWBHbBIM OalilecoBCKUi
KJIacCU(UKATOP UX TOYHOCTH ObliIa 00BhEeINHEHA.

VY HelpoceTeBbIX METO/I0B HanboIblIast MeAMaHHast TOUHOCTh (87,37 %) cpeau BceX METOI0B,
9TO TOBOPUT 00 WX BbICOKOM 3 dexkTuBHOCTH B cpeaHeM. KNN u SVM moryt gocturatb TOYHOCTH,
OMM3KOM K HeHlpoceTsiM, HO MX pe3yabTaTbl MeHee CTaOwinbHbL. ['paaueHTHbI OycTHHr —
CTaOMJIBHBIN, HO HE BCET/1a TOUHBIN METO/, Y3KUi pa30poc MOKET TOBOPUTH O TOM, YTO I'paIUEHTHBIN
OYCTHHT MeHee YYBCTBHUTEJICH K BapHallUsM JAHHBIX, HO U PEIKO JOCTUTAeT BBICOKMX TOYHOCTEH.
Jlpyrue MeTo/abl MMEIOT CaMyl0 HM3KYI0 MeIuaHHyio TO4HOCTH (78,13 %), a Tarke OoiblIon
pa3bpoc, JaHHBIE METObI XYK€ MOAX0AAT 11t DOMI -curHaos.
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Tabmnuua 2
Table 2

ToyHOCTE 1 KpaTKad XapakKTCpuCTUKa MCTOI0B
Accuracy and brief description of methods

Hazsanue
uccnenoBanus /
Name of the research

TouHOCTD,
yKa3aHHas
B UCCJIENOBAHUAX /
Accuracy indicated
in the research

Kpatkas xapakrepuctuka / Brief description

An Improved CNN: 86,3 % IIpsimast o6padotka ceipeix EMG-curnanoB 6e3
Performance of Deep W3BJICYCHUS] IPU3HAKOB, BBICOKASI TOYHOCTh
Learning Based on KJIaCCHU(UKAIUH, BO3MOXXHOCTh MCIIOJIb30BAHHUS OJTHOTO
Convolution Neural kaHasia (CH2) Ge3 3HaUMTENbHOI TOTEPH TOYHOCTH, HO
Network to Classify the OOoITBIIINE BEIYUCIIUTEBHBIE 3aTPaThl Ha 00ydeHne (56.3
Hand Motion by cekyH b ist 100 GUIIbTPOB) U JUTUTENBHOE BpeMsi
Evaluating Hyper 00paboTKK oHOrO cermenTa: 250.6 MKc.
Parameter KNN: 60,4 % bricTpoe Beraucnenue (o 50 MKC 4711 OMHOTO
CErMEHTa), IPOCTOTa PeaTn3aIlii, HO TpeOyercs
BBIJICTICHHE TIPHU3HAKOB, HUXKE TOYHOCTb, TIOXAsI
K1accu(UKaIMs HEKOTOPBIX KECTOB.
SVM: 50,7 % CpenHsist CKOpoCTh 00pabOTKH, XOPOIIasi TOYHOCTD JUIST
HEKOTOPbIX KECTOB, HO 00IIasi TOYHOCTH SBJISETCS
HU3KOU
LDA: 49,9 % BricTpas 00paboTKa, Xopoiias TOYHOCTh IS
KOMOWHHPOBAHHBIX MIPU3HAKOB, HO HMEET CaAMYIO
HHU3KYIO OOIIYI0 TOYHOCTh CPEIH BCEX METO/IOB U
HECIIOCOOHOCTh KJIACCH(DHUITMPOBATH HEKOTOPHIE KECTHI
A Novel Attention- CNN-RNN: T'ubpuanas apxutekrypa CNN-RNN o0bemunsier

Based Hybrid CNN-
RNN Architecture for
SEMG-Based Gesture
Recognition

87,0 % (NinaPro
DB1),

82,2 % (NinaPro
DB2),

94,1%
(BioPatRec26MOV),
99,7 % (CapgMyo-
DBa),

94,5 % (csl-hdemg)

MIPOCTPAHCTBEHHYIO U BPEMEHHYIO HHPOPMAIHIO, a
MeXaHW3M BHAMAaHUS yirydiiaer (hOKyCHpOBKY Ha
3HAYMMBIX YacTsIX curHaia. Hemocrarku:
BEIYHCIIATENbHAS CIIOKHOCTD U TpeOOBaHWE TOHKOU
HaCTPONKH NapaMeTpOB.

Anamms 3 eKkTHBHOCTH
METOAO0B MAIIIMHHOI'O
o0y4JeHHs B 3aj1ade
pacrno3HaBaHUsA JKECTOB
Ha OCHOBEC JaHHBIX
AIIEKTPOMHOT PAPUICCKIX
curaasnoB / Analysis of
the Effectiveness of
Machine Learning
Methods in the Problem
of Gesture Recognition
Based on the Data

of Electromyographic
Signals

HBK: 73,58 %

W3 nmpenMyIecTs MOXHO BBIACIUTH HU3KYIO
BPEMEHHYIO CIIO)KHOCTB, Majloe BpeMsi paboThl U
BO3MOXKHOCTb MCIIOIb30BAHUS C JAHHBIMH OOJIBIIOTO
obbema. HenocraTkamu SIBISIOTCS HU3Kasi TOUHOCTD U
HE [TOCTOSIHHOE BBIIIOIHEHHUE TPENIOI0KEHUS O
HE3aBUCHMOCTH IPHU3HAKOB.

Meron /
K-Onmmkaimumx
coceneit (KNN):
80,73 %

O6naz[aeT BBICOKOH TOYHOCTBIO, HO UMECCT
3HAYUTCIIbHYKO BPEMCHHYIO CJIIO’KHOCTD

Meron onopHbIX
BeKTOpOB: 75,92 %

O¢ddexTrBeH I MPOCTPAHCTB BHICOKOH Pa3MepHOCTH,
HO 700 oOy4daercs (Uit OOIBIINX HAOOPOB JTAHHBIX )

I'papuenTHbI
oycrunr: 80,32 %

Bricokwii OanaHc MEXKIy TOYHOCTBIO i CKOPOCTBEO, HO
TpeOyeT OObIIe BEIYUCIUTENLHBIX PECYPCOB U
JIeTaNbHOW HACTPOMKH TUIIEpIapaMeTpPOB
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HazBanue
uccnenoBanus /
Name of the research

TouHOCTB,
yKa3zaHHast
B UCCJICAOBAHUAX /
Accuracy indicated
in the research

Kpatxkast xapakrepuctuka / Brief description

HepeBo peniennii:
79,12 %

[IpocToTa MHTEpOpPETALIMU U XOpOILllasi CKOPOCTb, HO
YCTYNacT B TOYHOCTU U UMECT H€CT36I/IJ’IBHOCTL
NpeACKa3aHuil

CrnyyaitHblit nec:
81,19 %

bosnee BbICOKast TOUHOCTh, HO IPUCYTCTBYET BPEMEHHAs
CJIO’KHOCTB

Ancamb6ias HBK
U TPAHEHTHOTO
oycrunra: 81,55 %

Jlydiiast TOUHOCTB Cpeau BCEX METOJIOB B
uccienosanud. Tpedyer Oonblie BpeMeHH JUIsl
KJIaCCU(UKAIUH, YEM JAPYTHE METOJIBI.

Ancam6is (HBK,
JIEPEBO pEIICHUH):
80,60 %

Komnencanus omr6ok 6a30BBIX METOIOB, CPEIHEE
BpeMst paboThI

AncaM0Ib VYydiieHue TOYHOCTH OTHOCHTENBHO 0a30BBIX
(rpamvieHTHBIN METOJIOB, HO 00JIee BBICOKasl CIIOKHOCTh U BpeMS
OyCTHHT, IepPEBO paboTHI
pemieHuii):
79,56 %
ConTraNet: A Hybrid ConTraNet (BCI Xoporas o6o611aromas cnocooHocts. HanexxHoe
Network for Improving | Comp. IV, uzBnedyenue npusHakoB n3 EEG. HemHoro cHmxaer

the Classification of
EEG and EMG Signals
with Limited Training
Data

2-KJIaCCOBBIH
MI-EEG): 83,61 %

TOYHOCTH Ha OrpaHUYCHHBIX JaHHBIX.

ConTraNet (SEMG,
10-knaccoBbIit
Mendeley Data):
77,15 %

3HaYNTENBHOE YITyUYIICHHE MO CPABHEHHIO
¢ CNN-LSTM. Xoporiro cripaBisieTcs ¢ ITyMHBIMHA
SEMG-naHHbIMH.

EEGNet
(2-xmaccoBbrit
MI-EEG) [Lawhern

KomnakTHas apxuTekTypa, HO IPOUTPHIBAET Ha
CIIOKHBIX 3a/1a4ax.

etal., 2018]:

81,81 %

ShallowNet IpocTast apXUTEKTYpa, HCIBITHIBACT TPYAHOCTH C
(2-xmaccoBbrit OOJIBIIINM YHCIIOM KJIACCOB.

MI-EEG)

[Schirrmeister et
al., 2017]: 78,73 %

CNN-LSTM1,32
(2-xmaccoBbrit
MI-EEG): 64,31 %

[Tnoxo o6oOrraercs, ycTymnaer [pyruM METOAaM.
Bepostro, LSTM HeaddexTBeH a1 3TO 3a1a4n

CNN-LSTM1,32
(3-xmaccoBbrit
MI-EEG): 46,61 %

Huskas tounocts. He cnipaBisieTcst ¢ yBenuueHueM
CJIOKHOCTH 3aJ1a4H.

CNN-LSTM1,32
(4-xmaccoBbrit
MI-EEG): 34,50 %

Huzkas To4HOCTS.

CNN-LSTM1,32
(10-kmaccoBsrit
SEMG): 23,55 %

Kpaiine nuszkas tounocts 11t SEMG, He rogutes st
MPAKTUYECKOr0 MPUMEHEHUS.

CNN-LSTM1,32
(7-xnaccoBbrit
sEMG V1, 6 cex):
39,93 %

ToYHOCTB JTyullle, YeM y JBYX HMPEABIAYIINX MOAENEH,
HO OCTa€TCsl HU3KOW, OTHOCUTENIBHO JIPYTHX MOJENeH.
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HazBanue
uccnenoBanus /
Name of the research

TouHOCTB,
yKa3zaHHast
B UCCJICAOBAHUAX /
Accuracy indicated
in the research

Kpatxkast xapakrepuctuka / Brief description

CNN-LSTM1,32
(7-xmaccoBbrii
sEMG V1, 4 cex):
43,69 %

ToYHOCTH HEMHOTO Jy4Ille Ha KOPOTKHUX CUTHAJIaX, HO
yCTyHaer ApYyruM METO/IaM.

Classification of
Electromyographic
Hand Gesture Signals
Using Machine Learning
Techniques

CAE+CNN:
99,38 %

Beicokast TouHOCTh B city4asx (C) u (d), ycroiiunBa k
HIyMy, HO TpeOyeT OOJIBIIOro KOJTUYEeCTBA JaHHbIX,
MMEET JIOBOJIBHO HU3KYIO TOYHOCTH B cirydasix () u (D).

CNN: 95,00 %

Nmeer npenmMyiecTBo npu oOpadoTKe
BBICOKOPAa3MCpPHBIX TaHHBIX, HO YAOBJICTBOPUTCIILHYIO
IMPOU3BOAUTECIBHOCTh U HU3KYIO TOYHOCTb B HEKOTOPBIX
ciydasix (B uccienoBanuu B ciy4ae () u (b)).

Heliponnas cersb
(NN): 86,88 %

Beicokast TouHOCTH B cityuasix (a), (C), (d), xoporuas
YCTOWYHUBOCTH, HO TPEOYET OONBIIOro KOIHYECTBA
OIepaTUBHOM MaMsTH JJisi O0yUeHUST U MMEET HU3KUHI
YpPOBEHb TOYHOCTH B ciry4ae (D).

K-0mmxaimx
coceneit (KNN):
38,42 %

ITokxazas BBICOKYIO TOYHOCTH B citydasx () u (C), HO
KpaifHe HU3KYIO TOYHOCTH B ciydasx (b) u (d).

Merop ciiyyaiiHOTO
neca (Random
Forest): 78,13 %

Xoporiast TOYHOCTE B cay4dasx (a), (€), (d), Ho Huskas
TOYHOCTD B ciry4ae (b).

Pemaromee nepeBo
(Decision Tree):
84,00 %

BricTpast HHTEpIpeTUpyemMas MOJIENb, MoKa3asa
BBICOKYIO TOYHOCTH B ciay4asx (a), (C), (d), Ho kpaiine
HU3KYI0 TOYHOCTE B ciydae ().

Meroj onopHbIX
BEKTOPOB (SVM):
16,25 %

ITokazan xopoIryo TOYHOCTh B cirydae (C), HO KpaiiHe
HHU3KYIO TOYHOCTH B ciyvasx (D) u (d).

Jlornctuueckas
perpeccus:
23,12 %

TI;10X0 MOAXOMUT IS CIOKHBIX 3a/1ad, HE CIIPABIIICTCS
C HETMHEWHBIMH 3aBUCHMOCTSIMH, TTOKa3aJ1a IIOXYI0
TOYHOCTB BO BCEX CITydasX.

HawugHbrit Gaitec
(Naive Bayes):
17,50 %

OueHb HU3Kas TOYHOCTH BO BCEX ClIy4dasx.

Classification of EMG
Signals Using
Convolution Neural

CNN1 (Raw
Signal): 90,62 %
[Sapsanis et al.,

[Ipuemnemast TouHOCTH Aaxke 6e3 mpenoOpadoTKH.

Network 2013]
CNN2 (FFT): Huskast TOYHOCTB, METOM HE MOIXOMUT I TAKHX
67,30 % 3aJa4.
CNN3 (RMS): Xoporue pe3ynbTaThl TOYHOCTH, HO XYyXKe, YeM Y
88,59 % CNN4.
CNN4 (EMD): Jly4muii pe3ynbTaT, O3BONISET BHIIEIUTh 3HAUYNMBIE
95,90 % KOMITOHEHTBI CUTHAJIA, YTO YJIy4lIaeT KIacCH(PHUKALUIO.
Intra Subject Approach | NN: 96,1 % W3 npeuMyIiecTB MOXKHO BBIJICIHUTh: BHICOKYIO

for Gait Event
Prediction by Neural
Network Interpretation
of EMG Signals

TOYHOCTb, CHIXKEHHYI0 otinOKy (MAE) npu
nporHozupoBanuu coobrtuit HS u TO.
HenmocraTku BeIpaxarorcsi B TpeOOBaHUH
NEPCOHAIM3UPOBAHHOTO O0YIEHHSI MOJEIH IS
Ka)/I0r0 HOBOI'O TallMEHTa ¥ BHICOKOH
BBIYUCIUTENBHON CIOKHOCTH.
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Name of the research
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in the research
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A Novel Channel
Selection Method for
Multiple Motion
Classification Using
High-Density
Electromyography

Linear
Discriminant
Analysis (LDA), B
UCCIIeIOBaHUH
TOYHOE 3HaYCHUE
HE yKa3aHo, HO
UCXOJISl U3
NPE/ICTaBIICHHBIX
rpadMKoB:
91,5%

(18 mMoHOTONSAPHBIX
OMI -kaHasoB)
93,3%

(18 OumonspHBIX
OMI -kaHaj0B)

[IpenMy1ecTBa 3aKIIOYAIOTCS B IPOCTOTE AITOPUTMA U
HU3KO# BBIUMCIUTENBbHON croumoctH [Englehart et al.,
1999], HO MeTON MMEeT 3aBUCUMOCTb OT MTPU3HAKOB.

K-Nearest
Neighbors (KNN):
93,03 %

(18 MoHOmOISIPHEIX
OMI -kaHaIoB)
94,50 %

(56 MOHOTIONIAPHBIX
OMI -xaHaJoB)
95,58 %

(18 oumonsapHBIX
OMI -xaHajoB)
98,17 %

(45 OumONAPHBIX
OMI -xaHaJoB)

IIpucyTcTBYyET TONEPAHTHOCTD K IIPOU3BOIBHOMY
pacrpenenenunto nanusix [Nazarpour et al., 2007], Ho
MOJ€CJIb UMECT BBICOKYIO BEIYUCIIUTEIIbHYIO CIIO)KHOCTD.

Performance Evaluation
of Convolutional Neural
Network for Hand
Gesture Recognition
Using EMG

CNN: 92 %

Pesymnprater mokasamm, 94To ckopocTh 00yuenus 0.001 ¢
100 smoxamu 3HaYUTENBEHO TpeBocxoamia (p < 0.05)
JpyTue napaMeTpsl, OTHOCHTEIFHO PE3YIIbTaTOB
TOYHOCTH. B pe3ynbrare uccienoBanus MOIETb
HIOKa3aJia BEICOKYIO TOYHOCTb. V13 HETOCTaTKOB MOKHO
BBIJICIUTH BEICOKYIO BBEIYHCIUTENBHYIO CI0KHOCTb.

Cross-Domain MLP and
CNN Transfer Learning
for Biological Signal
Processing: EEG and
EMG

MLP (Random
Init — EMG):
84,76 %

Xopormast 6a30Bast TOYHOCTH IS KITacCU(UKAIINN
sxkectoB EMG, HO TpeOyercst pydHas 00padoTka
IPU3HAKOB U PECYPCOEMKHUI MOMCK TOIOJIOTHH Yepe3
anroput™ DEvo.

CNN (Random

HawuBrpicmiass TO4HOCTH cpean BCEX Moz[eneﬁ nu

Init — EMG): sa¢dhexTuBHAs paboTa ¢ 2D-TIpencTaBIeHueM CUTHAIIOB,
88,55 % HO TpeOyeTcsi mpeobpa30oBaHUE CUTHAIIOB B
M300pakeHusl.

ResNet50 HanMmensbiast TOUHOCTH Cpeid BceX MOJieNel 1 Tuioxas
(ImageNet Init) [He | aganTanust kK EMG-naHHbIM.
et al., 2016]:
74,92 %

Electromyogram-Based | ANN: 94 % Jlydmiast TOUHOCTH Cpenu UCTIONb30BAHHBIX B

Classification of Hand
and Finger Gestures

UCCIEeIOBAHUN METOJIOB, YCTOMUYHUBOCTD K
WHIUBUIYaJbHBIM pa3nuuusM B DMI -curnanax,
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HazBanue
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TouHOCTB,
yKa3zaHHast
B UCCJICAOBAHUAX /
Accuracy indicated
in the research

Kpatxkast xapakrepuctuka / Brief description

Using Artificial Neural
Networks

3¢ (EeKTUBHOCTH 1K€ C MAJIBIM YHCIIOM KaHAJIOB U
TOJIBKO BPEMEHHBIMU NIpu3HaKamu. Ho mpucyrcTByer
BBICOKAs! BEIYMCIUTENbHAS CIIOKHOCTH (2000 »10X,
OOJBIIION pa3Mep ceTh), TpeOOBaHUE TIATEIBHOTO
mo100pa runepnapaMeTpoB.

SVM: 87,6 % Xoporas 0000111ar01Iast CIOCOOHOCTh Ha JIAHHOM
Habope JaHHBIX B YPPEKTUBHOCTH Ha MaJIbIX BHIOOPKAX,
HO TpeOyeT py4HOro moxdopa siapa u napamMmeTpoB.
RF: 83,1 % CpenHsist TO4HOCTh, MOAXOIUT JIJIS 33134 ¢ OOJIbIINM
KOJIMYECTBOM MPHU3HAKOB. M3 HEMOCTATKOB MOXKHO
BBLJIETUTH 0oJiee HU3KYIO TOYHOCTh, yeM y ANN u SVM
u 6oiee BBICOKYIO aucrepcrio, ueM y ANN.
LR: 53,9 % U3 nmpeuMyIiecTs MOXHO BBIZIETTUTH IPOCTOTY
anTropuTMa, a TakkKe ObIcTpoe oOyuenne. HemoctaTku
BBIPaXEHBI B IOBOJIbBHO HU3KOW TOYHOCTH, IIJIOXOU
paboTe ¢ HeTMHEHHBIMH 3aBUCHMOCTSIMH B JIaHHBIX.
EMGHandNet: EMGHandNet: I'uopunnas apxurekrypa CNN u Bi-LSTM no3Bonser
A Hybrid CNN and NinaPro DBL1: W3BJIEKATh KPOCC-KaHAIBLHBIE U BPEMEHHBIC IPU3HAKH.
Bi-LSTM Architecture 95,77 % IMonnepxusaer end-to-end oOy4enue.
for Hand Activity NinaPro DB2: Jeynanpasnennsiii LSTM ynydrmaer monnManme
Classification Using 95,9 % JMHAMHUKH jkecta. Ho MMeeT BEICOKYIO
Surface EMG Signals NinaPro DB4: BBIYUCIUTENBHYIO CIIOKHOCTE M HY)KIAETCS B
91,65 % NIepEeHaCTPOUKe O] OTJeNbHbIC HA0OPhI JAHHBIX.
UCI Gesture:
98,33 %
BioPatRec DB2:
91,29 %
MsCNN [Wei et IMoka3zay HauXy/IIIyio MPOU3BOAUTEIBHOCTD CPEIH
al., 2019]: CPaBHHMBAEMBIX METOJIOB B TAHHOM HCCIICIOBAHUT
NinaPro DBL:
74,25 %
NinaPro DB2:
50,99 %
NinaPro DBA4:
34,1 %
UCI Gesture:
95,58 %
BioPatRec DB2:
66,18 %
EVCNN [Olsson et | MeTox nMeeT aBTOMaTHYECKYIO MEHEPAIIMIO TOMOJIOTHU
al., 2020]: CNN, nmeeT HU3KYIO BBIYHCIUTENBHYIO CIIOXKHOCTD, HO
NinaPro DB1: yCTynaeT B TOYHOCTH ¥ HE ONTUMHU3UPOBAH IS
68,06 % JOJITOCPOYHBIX BPEMEHHBIX 3aBUCUMOCTEM.
NinaPro DB2:
80,54 %
NinaPro DB4:
22,3%
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UCI Gesture:

45,55 %

BioPatRec DB2:

84,19 %

CNNLM [Chen et | bauska k EMGHandNet mo TogyHoctH, HO BCE ke

al., 2021]: yerymnaer. CyliecTByeT pUCcK OTepU BPEMEHHOM

NinaPro DB1: WH(pOPMaIK U3-32 IJIOTHBIX ClloeB. MMeer

92,99 % OrpaHUYEHHYIO CITIOCOOHOCTD K JABYHAIPABICHHOMY

NinaPro DB2: aHaJm3y.

87,17 %

NinaPro DB4:

87,37 %

UCI Gesture:

86,51 %

BioPatRec DB2:

89,17 %
EMG-Driven Hand Fine u Weighted HMeeT BBICOKYIO TOYHOCTD JIJIsl BCEX JKECTOB.
Model Based on the k-NN: 98 % Ho uyBCcTBUTENECH K BBIOOPY METPHKH U PACCTOSHUS, &
Classification of TaKKE YHCIIA COCEIICH.
Individual Finger
Movements
Design of a Flexible GBDT: 91 % W3 IpenMyIIEeCTB MOXKHO BBIAEINTD: HU3KYIO 3aI€PIKKY
Wearable Smart SEMG Gmaromaps mapamiensroii peanuzanud GBDT na FPGA
Recorder Integrated 1 XOPOIIIYIO TOYHOCTH ISt 12 5KECTOB, HU3KYIO
Gradient Boosting 3aBMCHMOCTD OT BBIOOpPA IIPU3HAKOB, OTCYTCTBHE
Decision Tree Based HEO0OXOIUMOCTH B CIIOKHBIX BBIYUCICHUAX, HO
Hand Gesture CYIIIECTBYET CIIOKHOCTD aIapaTHOi pean3alnu.
Recognition
Recognition of Hand DON (6e3 LSTM): | MMeer ny4inyo TOYHOCTh B UCCIACAOBAHUH U MOIXOIUT
Gestures Based on EMG | 90,37 % JUIsl OHJIaliH-00y4YeHHs, HO IPUCYTCTBYET 3aBUCHMOCTb
Signals with Deep and (xkmaccuduKkaims), | OT TIIATEIBHON HACTPONKH THIIEPIIAPAMETPOB K
Double-Deep 82,52 % OrpaHWYeHHasi HHTEPIPETUPYEMOCTb.
Q-Networks (pacro3HaBaHue)

DON-LSTM: Teopernueckn mydiie s BpeMEHHBIX JaHHBIX, HO

51,6 % HUMeET KpaliHe HU3KYIO0 TOYHOCTh B JAHHOM CIyJae.

(xmaccuukanus),

26,6 %

(pacnio3HaBaHmMe)

Fully Embedded
Myoelectric Control for
a Wearable Robotic
Hand Orthosis

SVM (aBTOHOMHO,
5 xecroB): 98,0 %

BEIcOKast TOUHOCTE IS 5 5KECTOB M MOAXOINUT JUIS
JKECTOB, 3aMMMCAHHBIX BPYYHYIO, HO CHIIEHO 3aBHCHUT OT
KauecTBa TPEHUPOBOYHBIX JAHHBIX

SVM (onnaii,
3 xecta): 94,3 %

PaGoraer B peabHOM BpeMEHH U MHTETPUPOBAH B
MOPTAaTUBHYIO CUCTEMY, HO UMEET 3aAepXKy B 600 Mc u
noxHble cpadateiBanus (2.3—3.3 % aus rest/open)

Real-Time Surface
EMG Pattern
Recognition for Hand
Gestures Based on an

ANN (Momenb,
paspaboTaHHas B
WCCJICJIOBAHHN )
98,7 %

Bricokasi TOUHOCTh pacno3HaBaHUs, peaJbHOE BpeMs
otkiuka (227.76 Mc), BO3MOXKHOCTh PACIIO3HABAHUS JIO
3aBEpILEHUS KECTa, HO UMEETCs 3aBUCUMOCTb OT
pa3Mepa CKONb3SUIEro OKHA U OPOra aKTHUBAIIMH.
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in the research
Artificial Neural ANN [He et al., [IpocToTa apXUTEKTYpPhI, HO TOYHOCTh HIDKE U HE
Network 2016]: 90,7 %. YUYUTHIBAETCS OTKJIMK B PeIbHOM BPEMEHHU
k-NN [He et al., Bpems oTkIHKa B HCCIIEIOBAHUN HE H3MEPSIIOCH HITH HE
2016]: 90,54 %. YIIOBIIETBOPSIET TPEOOBAHUSIM K PEATBHOMY BPEMEHH.
SVM [Motoche, SVM umeer nyunryro TouHocTb, 4eM K-NN, Ho Bee ere
Benalcazar, 2018]: | ycrymaer ANN. B uccieoBaHum 3TOT METO.T
93,99 %. HE pacCMaTPUBACTCS KaK MOAXOSIINN I PeaibHOrO
BPEMEHH.

CpaBHeHHe TOYHOCTH METOJOB KIlaCCHCpHKaLIHH

100 4 Max: 99.70%
Max: 98.17% Max: 98.00%
Q3:94.10% Q3:96.14%
-9 399
Q3:92.39% Max: 93 30%
90 4 o 510073
MED: 87.37%
MED: 85.64% Max: 81.55%
. Q3:81.55% (3 82.14%
80 QL:81L81% MEDaLTERe * MED: 80,604
8L Q1 B032% MED:
Min: 79.56% 78.13%
70
Min: 66.18% Q1: 65.48%
i
A -
a QL 57.01%
5
S w0 o Q1 51.90%
5
) o
4‘] -
Min: 38.42%
o
]] -
o
204
— 1 Min16.25% ————Min: 17.50%
104
0 T T T T T
HefipoceTesme MeTogEL KNN SVM I'panHeHTHEL OYCTHHT JIpvrue MeToms:

(DT, RF.LDA, LR, NB)
MeTousl

Puc. 1. O0Omas TeHaeHIHs TOYHOCTA METOI0B
Fig. 1. General trend of method accuracy

Taxke a7 ompeneneHUs TOYHOCTH MOJEIEH BO3MOXHO HCIOJIb30BaTh CpPaBHEHHE HX
pe3yabTaTOB Ha OTKPBITHIX HA0Opax JTaHHbIX, €CIH TaKHe MPOBEPKH MPOBOMINCH B HCCIEIOBAHUSAX.
Ha puc. 2 u3o0paxeHbl 3HaYeHUs CpelHEl TOUHOCTH METOJIOB, €CIM Ha OJJHOM Habope JaHHBIX
MIPOBEPSIIOCH MUHUMYM 2 METO/1a.

Mogemy, couerarone CNN u RNN/BIi-LSTM, wuMeoT mnpeuMyiiecTBO B TOYHOCTH H
CTaOMJIBHOCTH B UCCJIEJOBAaHUH Ha OTKPBITHIX Habopax naHHbIX. CNNLM, xoTs 1 ycrynaer rubpuHsM
MeTOzIaM, HO IMeeT OalaHC MKy TOYHOCTHIO 1 ripoctoToid. [Ipocteie apxutektypsl (MSCNN, EVCNN)
MOKAa3bIBAIOT HECTAOMJIBHOCTh M MPOSBIISIOT CHIIBHYIO 3aBUCHMOCTh PE3YJIbTaTOB OT HA0OPOB JIAHHBIX.

ConTraNet nemoHCTpUpPYeET XOPOILYIO0 0000IIAOITYI0 CHOCOOHOCTh, HO HEOOXO0IMMO TECTUPOBAHHE Ha
00JIbILIEM KOJIMYECTBE HAOOPOB JTaHHBIX.
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To4HOCTH MeTOA0B HA OTKPLITBIX Haﬁopax JaHHbIX
12345 12345 2345 2345 2345 678
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90
80
70
60
40
30
20
10

0

ToaHOCTE B %
L
(=]

NinaPro DB1 NinaProDB2  NinaProDB4  BioPatRecDB2  UCI Gesture Ph}"“E"Eng ME
1 CNN-RNN 87 822 - - - -
2 EMGHandNet 9577 959 91.65 9129 9833 -
3 MsCNN 7425 5099 341 66,18 9558 -
4 EvCNN 68.06 2054 22 84.19 4555 -
5 CNNLM 92,99 87.17 8737 89,17 86,51 -
6 ConTraNet - - - - - 83.61
7 EEGNet - - - - - 81,81
8  ShallowNet - - - - - 7873

Puc. 2. Cpenusis TOYHOCTh METOIOB Ha OTKPBITHIX HaOopax gaHHbIXx OMI -curaaaos
Fig. 2. Average accuracy of the methods on open datasets of EMG signals

3akJirouenue

PazBuTne COBpEMEHHBIX TPOTE30B KOHEYHOCTEH BCE dalle CBA3aHO C BHEAPCHHEM
WHTEIUICKTYaJIbHBIX CHCTEM YIPAaBICHHS, B YACTHOCTH OCHOBaHHBIX Ha DMI -cHUTHaNmax U MeToax
MaIlIMHHOTO OO0Y4YeHHs UIsi MX 00paboTku. B Xome aHamm3a CyIIECTBYIONIUX WCCICIOBAHUA H
CPaBHUTEILHOW OLIEHKU METOJIOB MOKHO CIEJATh PSJl BBIBOIOB.

Bo-miepBBIX, COBpEMEHHBIC HEUPOCETEBBIE APXUTEKTYPHI JAEMOHCTPHPYIOT 0O0J€e BBICOKYIO
TOYHOCTH IO CpaBHEHHIO ¢ Kinaccuueckumu Metonamu (SVM, LDA, RF, DT, LR, NB), onnako mis
0oJiee IeTAIbHOTO CPABHEHUS OTCYTCTBYET JJOCTATOYHOE KOJHMYECTBO TECTOBBIX JaHHBIX.

Bo-BTOpBIX, HECMOTpsSI Ha YCIIEXH HEHpPOCETEeBOTO Moax07a, 3PPEeKTUBHOCTh MOJENeH BO
MHOT'OM 3aBHCHUT OT HCIOJIb3yeMoro Habopa naHHbIX. Hekotopsie meToasl (Hanpumep, ConTraNet
nian CNN-RNN) mokaszanu xopoie pe3yibTaThl, HO TECTUPOBAJIKMCh TOJBKO Ha JBYX Habopax
JaHHBIX, YTO OTPAaHMYMBACT aHAIM3 WX TOYHOCTH. OTO MOAYEPKHUBAET HEOOXOAMMOCTD
CTaHJapTH3AIMH YKCIIGPUMEHTOB M 00JIe€ IUPOKOTO TECTHPOBAHUS HA Pa3HOOOPA3HBIX JIaHHBIX.

B-tpethux, apdexkruBHOE Mcnonb3oBaHrne DM '-IaTIYMKOB M KaUYeCTBEHHAs TPEABAPUTEIIbHAS
00paboTKa CUTHAJIOB OCTAKOTCS KPUTUYCCKH BKHBIMHU DJIEMEHTAMHU YCIEIIHOW pabOThl CHCTEMBI.
DT0 MOXKET MPOSBIATHCS B CUIHBHOM pa3Opoce 3HaU€HUH TOYHOCTH 10 Pa3IMYHbIM HabOpaM JTaHHBIX
U3 OTKPBITOTO JIOCTYTIA.

B nanHOl cratbe OBUIM PACCMOTPEHBI OCHOBHBIE THUIBI HCIOJB3YEMBIX MPOTE30B M HUX
XapakTepuCcTUKH. V3yueHbl ucclieJOBaHus, MPUMEHSIONINE TEXHOIOTUH MAIIMHHOTO OOyUYeHUS IS
o0paboTku DMI -curHana, HaOOpHl JAHHBIX, MapaMeTpbl W THUIEPHapaMeTpbl HCHOIB3YEMBIX
METOJIOB, a TaKK€ TOYHOCTh KaXXJIOTO MeToja. B 1enom, aHanmm3 MOKa3bIBAeT, YTO MPUMEHEHHE
METO/I0B MAITUHHOTO 00y4YeHHs, 0OCOOCHHO HEUPOCETEBBIX MOJIeNel, OTKPHIBAET HOBBIE TOPU3OHTHI
B CO3[aHUM 0O0Jiee TOYHBIX, aJaNTHUBHBIX U «MHTYUTHUBHBIX» MpoTe30B. OAHAKO IS NadbHEHIIero
mporpecca He0OOXOJUMO COCPEAOTOUUTHCS HA PEHICHHH MpoOJieM YHHMBEpCAIH3aIlluu MOJeNeH u
HaOOpOB JaHHBIX, 0OJiee IMIMPOKOM HCIIOJIB30BAHUM MOJENed Ha OTKPBITBIX HAOOpax HTaHHBIX,
yIYUIIEHUH Ka4eCTBa CAMUX JAHHBIX U UHTETPAIlUH CUCTEM B PeabHbIC YCIOBHS HCIIOIb30BAHMS.
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